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Abstract. In this paper, we prove the global existence and uniqueness of the solutions to the initial-value problem for
the coagulation—fragmentation equation with singular coagulation kernel and multiple fragmentation kernel. The solution
obtained in this case also satisfies the mass conservation law. The proof is based on strong convergence methods applied
to suitably chosen unbounded coagulation kernels having singularities in both the coordinate axes and satisfying certain
growth conditions, which can possibly reach up to a quadratic growth at infinity, and the fragmentation kernel covers a
very large class of unbounded functions.
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1. Introduction

The process by which two or more particles undergo changes in its physical properties is called the
particulate process. Before we proceed to explain our problem, let us first give an impression on the
significant applications of the particulate processes in real life. Particulate processes are well known
in various branches of engineering including crystallization, precipitation, polymerization, and various
particle-related engineering problems. Its applications can be found in many areas including chemistry
(reacting polymers), physics (aggregation of colloidal particles, growth of gas bubbles in solids), astro-
physics (formation of stars and planets), and meteorology (merging of drops in atmospheric clouds). In
drying, particulate process is used in two ways. One application concerns with the drying of particles in a
continuous fluidized bed dryer, while other involves the process of simultaneous particle size enlargement
and drying. The spontaneous collisions of particles with other particles result in the change in its mass,
shape, size, volume, etc. The change in the particle number density f(z,t) > 0, for particles of volume
x > 0 at some time ¢ > 0 in a physical system undergoing coagulation and fragmentation process is
described by the following equation, popularly known as the population balance equation (PBE),

et) 2 [ K= ynste =y 0y~ fot) [ Kesto dy
4 [ M) S0 t) = (@)1 (o 1)
with the initial data,
F,0) = fo(x) 2 0. @)

) Birkhauser
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In PBE (1), K(x,y) denotes the coagulation kernel of the system. It describes the rate at which
particles of size x unite with particles of size y to form particles of size x + y. The fragmentation kernels
are defined as follows:

e b(x,y) is the breakage function denoting the probability density function for the formation of par-
ticles of size x from the particles of size y. It is nonzero only for z < y.
e The selection function S(y) describes the rate at which particles of size y are selected to break.

The breakage function b(x,y) satisfies the properties,

y
| by de =y, ¥y>0 3)
0
and,
y
/ b(z,y)de =v(y) <N, Vy>0 and b(z,y) =0, V2 >y. (4)
0

For the total mass in the system to remain conserved during fragmentation events, b(x,y) is considered
to satisfy the Eq. (3). It represents that when a particle of mass y breaks into smaller fragments, then the
total mass of the fragments formed is equal to y. In Eq. (4), v(y) denotes the total number of fragments
of particles produced due to the breakage of the particle of size y, which is assumed to be bounded by
a constant number N. From the physical point of view, it is clear that K(z,y) must be nonnegative
and symmetric, i.e., K(z,y) = K(y,z), ¥V 0 < x,y < co. Some authors use I'(y,x) as the notation for
multiple fragmentation kernel, it denotes the rate at which the particles of size y are breaking into smaller
fragments x. The relationships between I'(y, x), S(z), and b(z,y) are defined as follows:

“y L'y, =)
sz/ “T(z,y)dy, b(x,y) = .
@)= [ Lry)dy, bey) = 7
In Eq. (1),
1. the first term describes the formation of particles of size x, by the coagulation of particles of size
xr —y with y;

2. the second term describes the loss of particles of size x, because of the coagulation of particle of size
y with z forming the particle of size x 4 y;

3. the third term gives the formation of particle of size x, due to the breakage of particles y(> x) into
size x; and finally,

4. the last term implies the loss of particle of size x, because of its breakage into smaller fragments.

The first and the third integrals in (1) describe the formation of particle of size x in the system, hence
they are called the birth terms, while the second and the fourth integrals describe the loss of particles of
size x from the system and so are called death terms.

In the study of any equation, one of the first mathematical questions is Does the solution of the equation
exist? If it exists, then whether it is unique or not? There are many results on the existence and uniqueness
of solutions to the various forms of the coagulation—fragmentation equation, which have been obtained by
applying different methods for different kernels. A precise review through the existing literature gives us
an idea on the conditions that are required to show the well-posedness of the coagulation—fragmentation
equation. These conditions include some bounds on the kernels as well as the finiteness of the total number
of particles (fo fo(x dx) and total mass of the particles (fo xfo(x )dx) taken initially.

Melzak [18] and MCLeod [17] were the first to discuss the existence and uniqueness of solutions for the
PBEs. Later, Ball and Carr [2] have studied the discrete system of equations having mass conservative
solutions and Stewart [19,21,22] as well as Laurengot [13,14] treated the continuous equations using
compactness methods in the space of integrable functions. The main difference between the discrete and
the continuous models is that the space I' is contained in the space [* for the discrete case, whereas for
the continuous case, the space L> is contained in L'. For this reason, while dealing with the continuous
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version of the PBEs, it includes some additional estimates. Laurengot and Mischler [14] had discussed
the relationship between the discrete and the continuous models of the PBEs. In the first study of the
PBEs, Melzak [18] had established the existence and uniqueness result for coagulation fragmentation
equations with multiple fragmentation having bounded kernels. McLaughlin et al. [16] established the
existence and uniqueness of solutions to the multiple fragmentation equation under the condition that
S(x) < C, < o0, for all x €]0,n], n > 0, where the sequence C,, may be unbounded. This result was
extended by McLaughlin et al. [15] to the combined equation for coagulation and multiple fragmentation
under the assumptions that K(z,y) is constant and I' € L! (]0, 00[x]0, 00[). Using similar arguments,
Lamb [12] discussed the existence of solutions to (1), (2) under the less restrictive conditions that K (z, y)
is bounded, S(z) satisfies a linear growth condition, and b(z,y) is such that the breakup of a particle
of size y is a mass-conserving process that produces a finite number of smaller particles independent
of y. Dobovskii and Stewart [6,7] had discussed on the existence of solutions for the PBEs where the
coagulation kernel satisfies a possible linear growth at infinity and the binary fragmentation kernels covers
a huge class of unbounded functions. The work of Stewart [20,22] was extended by Giri et al. [11] for a
larger class of coagulation kernel and multiple fragmentation kernels.

All the results mentioned above are valid for different forms of PBEs with nonsingular coagulation
kernels. To our knowledge, the literature has lot of experimental works over the different forms of PBEs
with singular coagulation kernels. Smoluchowski was the first to consider the pure aggregation PBE
with singular coagulation kernel showing Brownian motion of the particles. Later, many authors had
their experimental results validated with different forms of the kernels viz. shear motion of gas via the
shear kernels, kinetics of granulation of particles through the granulation kernels, equipartition of kinetic
energy of the particles using the EKE kernels, etc. and in most of these cases, the singular coagulation
kernels have been used. Many of these singular coagulation kernels have been formulated largely upon
experimental observations but they have no theoretic foundations.

The very recent work concerning the existence and uniqueness theory of solutions for the PBE with
singular coagulation kernel and multiple fragmentation kernel was done by Camejo [3,4]. In [3], Camejo

has considered the bound him over the coagulation kernel to be K(x,y) < k%, where k(> 0)

is a constant, o € [0, 3] and A — o € [0, 1[. He followed the result, obtained by Stewart [22], for the PBE
(1) with the coagulation kernels having singularity in the axes x = 0,y = 0. The proof for the existence
and uniqueness of the solutions is based upon the weak L' compactness methods applied to suitably
chosen approximating equations in the space L! (]0, 00[x [0, T]). For the fragmentation kernel, the bound
over the selection function is considered to be S(z) < 2, where 6 € [0, 1[. Moreover, while studying the
case of existence theory, he had to impose a number of assumptions over the breakage function. In the
uniqueness of the solutions, the restriction A — o € [0, %] had already limited the result of Camejo [3] to
a subset of the kernels of the class as defined in the existence theory. Due to this restriction, the theory
is unable to show the uniqueness of solutions for the PBEs with equipartition of kinetic energy kernels.
Further, the condition # < A\ — ¢ had shrunk the uniqueness result for a much more restricted class of
fragmentation kernels.

In this present article, we have developed the existence and uniqueness theory for the mass-conserving
solution of (1), (2). The theory is motivated upon the strong convergence criterion of Dobovskii [7] for the
continuous functions applied to a suitably chosen approximating equations. Here, the coagulation term

A A
satisfies K (x,y) < k%, k(> 0) is a constant, o € [O, %] and A\ — o € [0,1]. So, the coagulation
kernel has singularity on both the coordinate axes, and moreover, it includes a larger class of functions
compared to the kernel used in [3]. With this bound, we are able to include the Smoluchowski’s kernel
of Brownian motion, the equipartition of kinetic energy (EKE) kernel, the granulation kernels, the shear
kernels (both the linear and the nonlinear velocity profiles), activated sludge flocculation kernel by Ding
et al. and the kernel showing aerosol dynamics by Friedlander into our consideration. These kernels are

very important because of their immense practical use. Moreover, when A — ¢ = 1, then we will get
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the existence, uniqueness result for the product kernels. The novelty of our coagulation kernel is that,
besides having singularities over the axes, it also satisfies certain growth conditions that can possibly be
the quadratic growth at infinity.

In the fragmentation kernel, we have used the bound over the selection function as S(x) < Sy2”, where
S1(>0) is a constant and 0 < 8 with = € [0, co[. Due to the above-mentioned bounds of the coagulation
kernels, it is possible for the PBE (1) that tends to loose mass at some point of time. Therefore, a strong
fragmentation criterion has been implemented over the selection function to refrain the system from
attaining gelation. So, for this reason, following [9], we put the bound Spz®* < S(z), where Sy(>0) is
a constant and a > 0 with x > zg > 1 over the selection function to control the rate of formation of
the very large size of particles that tend to move out from the system resulting to the mass loss in the
system. With these bounds, we are able to develop the existence theory over a large class of unbounded
selection functions. A lesser number of restrictions have been put over the breakage function as compared
to [3]. To study the uniqueness result of the solution, we had to assume an additional restriction over the
selection function. Despite that restriction, our theory also ensures the uniqueness of the solutions for
all the kernels mentioned above in the existence part, which are very important for their practical usage
purpose.

The outline of this paper is as follows. Next, Sect. 2 presents the existence theory of the solutions. The
Sect. 3 presents the mass conservation law satisfied by the density function. The uniqueness results have
been proved in Sect. 4. Finally, conclusions are made in the last Sect. 5.

2. Existence theorem

We now introduce the functional spaces,
I={(z,t):0<2<00,0<t<T},
where T'(>0) is fixed and we define the space II(X, X2,T) be the rectangle,
(X1, X2, T) = {(2,8) : X1 < < X,0< t < T},

where 0 < X7 < Xy are finite numbers.
Let us define the spaces,

o X 1

2y (T) = {all continuous functions f(z,t): sup / (m” + ) If(x, 0)|dz = || fllrym < oo} )
0<t<T Jo "2

where r; > 1 and 0 < ro < 1. The cone of the nonnegative functions in 2, .., (T) is denoted as ;- (7).

71,72
Now, in this section to show the existence result, we need to prove the following theorem.

Theorem 2.1. Let the functions K(x,y), b(z,y) be continuous, nonnegative over |0, 00[x]0, 00, S(z) be
continuous and nonnegative over 10,00, and K (x,y) is symmetric ¥V x,y €]0, co[. Suppose

(i) ¥V z,y €]0,00], K(z,y) < k% with k > 0 a constant, o € [0,%] and A\ — o € [0,1],

(i) S(z) < S12”, V x €]0, 00[ where S1(>0) a constant and 0 < 3 <1y — 1,

(iil) Spx® < S(x), where So(>0) a constant, 0 < o < ry — 1 and x > xo, where xo(> 1) is a large

number,
(iv) for some real number v such that 0 < v < 1, foy x%b(:z:,y) dx < % where No > 0 is a constant,
(v) lim sup b(x,y) <b,V0<x <x9 <00 andb is a constant,
Y70 ey, x0)
and let the initial data satisfy fo(x) € 025 . (0), then the problem (1), (2) has at least one solution in
orF . (T).
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Remark 2.1. The condition (iv) in Theorem 2.1 covers a very large class of breakage functions. Not that
any breakage function satisfying mass conservation property (3) can be written in the form b(x,y) =

> Ci&i(z,y), where &(z,y) = 2" 1 where n; > 0 and C, C; are suitably chosen constants. But one

Yy o
can easily show that any such breakage function satisfies the condition (iv) of Theorem 2.1.

Remark 2.2. The condition (iii) in Theorem 2.1 ensures that the fragmentation rate is sufficiently strong
with respect to the coagulation rate. In general, when A —o G]%, 1], the selection rate must have to satisfy
S(z) > Spa?, where 6 > 2(A — o) — 2, Sy(>0) a constant and > 1. So, for A — o €3, 1], with the above
criterion and 6 > —1, a control over the second and the higher moments of the solution f(x,t) for positive
times can be established by following the work [9].

Proof. Let K (z,y) and S(x) satisfy the conditions of Theorem 2.1 for all z,y €]0, co].

Following the “kernel-truncation” idea of Dobovskii [7], and Camejo [3], we construct the sequence
of continuous kernels {K,,S,} -, from the class of kernels as defined in Theorem 2.1, with compact
support for each n > 1 as follows

=K(z,y), When% <z,y<n,
Kn(z,y) { <K(z,y), -elsewhere,

and

=S5(x), when% <z<n,
Sn(@) { <S(x), elsewhere.

These modified kernels K, (z,y) and S, (z) are so constructed that they are continuous functions of z, y

and they continuously decreases to “zero” outside the intervals [f n] X [%,n] and [%,n], respectively,

so that the above intervals can be considered to be the compact support of the kernels K(z,y) and
S(x). Moreover, by the above construction, if the kernels K (x,y) and S(x) are continuous over a closed
interval, then the family of continuous kernels {K,,} and {S,} is equicontinuous over that interval. Now,
in accordance with the works of Dobovskii [7] and Stewart [22], the sequences of functions {K,,, S, }oo
generate on II a sequence {f,} -, of nonnegative continuous solutions to the problem (1), (2) with the
kernels K, S,,. These solutions fn (z,t) belong to the space £} | (T'). Therefore, the PBE (1) is written
as

Ohnln) _ /K e y7t)fn(y7t)dy—fn(wyt)/oooKn(%y)fn(y,t)dy
+ / (1) S (@) (1) dy — S (@) o, 1), (5)

Let us denote the ith moment of the function f,(z,t) as
0 .
N;n(t) :/ ' fo(z,t)de, i €N, n>1. (6)
0

By direct integration of Eq. (5) with an weight x, we obtain

d [ Ofn(x,t)
&Nl?n(t)_/o T dz.

Due to the compact support of the kernels K,,(x,y) and S, (z), we get that all the integrals obtained in
the right-hand side of the above equation are finite and they cancel out. Hence, we get

N, (t) = Ny = constant, n > 1, ¢>0. (7)
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Now, integrating (5) with the weight 22 and using the bounds over the kernels, we obtain

g _ - Qafn(x7t)
dtN2’"(t)_/o VI dz

< / h / " ey () s 1) (9, ) dery
<k/ / (@) 7 (14 21+ 1) @, £) fu(y £) dy da

N 1+ No n]
Hence,
Ny, < Ny where Ny > 0 is independent of n, 0 <t < T, n > 1. (8)
So, in a similar way, we can proceed further for ¢ = 3,4, ... and can obtain the uniform boundedness of

Ny n(t) where n > 1,0 <t < T, and 7 is taken accordmgly from the spaces 2% . (T).

Let us first define [2], € R, to be the smallest integer not less than x. For the uniform boundedness
of Ny, (t), we proceed as below

dNOn
/ 8tfna:t

/ [ /K ~ (@ =4 D) nlp,E) dy - / Ko () fal,1) fu(y, ) dy
[ b S Al = S, D)l 0)] o

Considering the first integral of (9), changing the order of integration and then substituting z — y =
z', y =1y’ and again changing the order of integration, we get

|5 [ e vt - nonndnds = [ [ K @05t dp e

Thus, the first two integrals in (9) give

/ / %Kn(r — ¥, y) fu(x —y, ) fuly,t) dy dz — / / K, (2, y) fu(z,t) fu(y, t) dy dz < 0.
0 0 0 0

Using (4), we get

dNOn / / (2, ) S (y) fny, t dydx—/ Sn (@) fu(,t) da

// (@, 9)Sn(y) fu(y, t) dzdy — / Sn(@) fn(z,t) da

gNSl/ yP £y, t) dy {/ b(x,y)dx < N = conbtant}
0

< NS, 'me = Ny = is a constant independent of n. (10)
Therefore, combining all the above relations, we obtain

N;n(t) < N; = constant (independent ofn)if t € [0,7], n>1, 0<i<ry. (11)
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For any real number ~, satisfying o < v < 1 and the condition (iv) of Theorem 2.1. Then, in that case,
we have

Vs [ [ Stensa it dya - [ L8, 000000 dy

<5 <N0—1>/ 8y, 1) dy

0
=51 (No—1) Ng—r .
If 6 —~ >0, then Ng_ 7<NF5 -
If 8 —~ < 0, then we find dtNﬂ v <81 (No—1) Nog—vy . If 28 — v > 0, then we stop or else find
5 Ngﬁ_%n This iteration continues till z8 —~v > 0 (z > 0 an integer). Consequently, we find that
d
dt
Generalizing the above relation for any 0 < j < ry by proceeding in a similar way, we can show that

N_,.,, < N,, (aconstant independent of n).

d _
&N—jm < Nj, (a constant independent of n). (12)
We are now in a position to state the following lemma:

Lemma 2.1. The sequence { f,,}, -, is relatively compact in the uniform convergence topology of continuous
functions on each rectangle (X1, X5, T).

Proof. For proving the Lemma, we proceed as follows:

1. we first prove the uniform boundedness of the sequence {f,} =, .
2. then the equicontinuity of the sequence {f,},- , with respect to the variable z, and finally,
3. the equicontinuity of the sequence {f,} ~, with respect to time variable ¢.

Step I. Here, we prove that {f,} -, is uniformly bounded on II(X;, X5,T’). Let X = max {)%7 XQ}
From Eq. (5), we have

afn Z, t / K —y,y fn(x_y’ )fn(y) dy — / K -’17 y)fn(x t)fn(yv ) Yy
/ S ()b, ) (1) Ay — S () fu (2, 1)
<1 / Ko — 5, 9) fa (2 — 1, 8) (32 1) dy + / T Sy, )y, ) dy

<3 /O Chn fx__ ;)a(;: v fo(® =y, 1) fu(y,t) dy + S /Oo yb(x,y) fuly,t) dy

E o (1+a2)* 14y
<3},

oo

- 2 8
T e G ALV (ALY

-2

IN

& 2X ‘ 1 _ - [ 8
5 (1+X) /Oi(x_y),,ygfn(z y,t)fn(y7t)dy+51b/z Y’ faly,t) dy

o~

< 5(1+X)2A/ gn(z =y, t)gn(y, ) dy + S1bNa),
0

where
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Therefore, we have
Ogn (x, 1) -
ot -

Let fy * fo is the convolution given by

fi % fola) = /0 " — ) faly) dy.

Therefore, the above inequality becomes

W s g(l + X)Q)\Xagn * gn(x,t) + 516]\7[5-‘,

Integrating both sides with respect to ¢,

k x — —
5 (1 +X)2AXU/ gn(T =y, t)gn(y,t) dy + X7 510N
0

t

k _

In(, ) Sg(r,0)+/ [2(1+X)”X"gn*gn(w78)+51bN[m ds.
0

Let us consider h(z,t) to be the function
¢
k
h(z,t) = hg +/ {2(1 + X)PXh « h(x, s) + h(m,s)} ds, 0<t<T,0<zx< o0,
0

here hg = 0),S1bNg1}.
where hg H(XI{{%(};,T){Q(% ), 51 [61}

First, taking the Laplace transform and then the inverse Laplace transform, we get the solution of the
above integral equation as

1
h(z,t) = hgexp {2h0xk(1 + X)X (' - 1) —I—t} )
with 0 <t <T and 0 < z < 0.

Now, we claim that h(x,t) < g,(z,t) for (z,t) € II(X1, X2, T) and V n > 1.
So, for this, let us set the auxiliary function

"Ik
he(z,t) :h0+e+/ {2(1+X)2)‘X”he*he(x,s)+h€(x,s)] ds, with (z,t) €II, € > 0.
0

Here,
he(x,0) = hog +€ > hg > g(z,0), for Xj <z < Xo. (13)

We now prove our claim by the method of contradiction.

Let us assume that there exists a set D of points (x,t) € II(Xy, X2,T) on which g, (z,t) = he(x,t).
From the relation (13), it is clear that D does not contain any points of the coordinate axes. We choose
a point (zg,tg) € D such that the rectangle @ = [X71, zo[ X [0, o[ does not contain any points of D. Since
he, gn are continuous, we have g, (x,t) to be strictly less than h.(z,t) in Q. So,

gn(.fC(),tO) = he(gj07t0)
to ]ﬂ —
> ho +e+/ [2(1 + X)X gy # gn(0,8) + Slerm} ds
0

Sincea iIlQ, gn(‘TOvt) < he(ant)7 Vite [07t0]

to k _
>g(x,0)+e+/ [2(1+X)”X”gn*gn(wo,8)+51bNrm} ds
0

> gn(xo,to) + € > gn(x0,t0). A contradiction.
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This proves that D is empty and
gn(z,t) < he(z,t) V (2,t) € (X1, X2, T) and Vn > 1

t
:h0+e—|—/ E(l—i—X)”‘X”he*he(x,s)—khe(x,s)] ds
0

= (ho + €) exp {I;(l + X)X (ho + €)z (¢! — 1) + t} :
Taking € — 0 implies g, (z,t) < h(z,t), ¥V (z,t) € II(X;1, X2, T), n > 1. Thus,
gn(z,t) < hgexp {§h0X1+”(1 +X)* (T = 1) + T} = L, (say)
Therefore,

fu(z,t) < L1 X° =L, aconstant.
Hence, the sequence {f,(x,t)} is uniformly bounded on IT(Xy, X5, T).

927

(14)

Step II. We now establish the equicontinuity of { f,,(z,¢)} with respect to x in the rectangle II(X;, X2, T)).

Let us assume X; < z < 2/ < X, and then, for each n > 1, we have

(@' t) = fu(z, 8)] < [fo(2')—fo(x)| + / [/ Kn(@' =y, y) ful@’ =y, 8) fuly,s) dy

3 | 1Kol =) = Kale =y fule’ .5
/ K - Y y |fn(m - YSs ) fn(x_yﬁs)‘fn(yas)dy

Hfae'ss) = fules)] [ " K@ ) faly5) dy
0

Tz, s) /O Kn(, ) — Kn(2,9)] Fulys ) dy

[l ) = b )] S ) )

+/w b, )5S0 (4) Fa (9. 5) d ]ds

+/0 [10(a) = Su(@)] fula's )
+ Sn(x) |fn(xlvs) - fn(xas)l] dS

(18)

(19)

According to the construction, the sequence of continuous kernels {K,, Sn}:f:1 is equicontinuous over
the rectangles [ X1, Xs] X [21, 23], 21,22 > 0, and [X7, Xs], respectively, and we have b(z,y) continuous

over the rectangle [X, Xa] X [21, 22].

We aim to show that when |2’ — x| is small enough, then the left-hand side of Eq. (19) is small too.

Corresponding to arbitrary e > 0, there exists an d(e) and 0 < 0(e) < € with

sup | fo(2') = fo(x)] <e,

|z’ —x|<d

sup |Kn(xlvy) = Kn(z,y)] <e,
|z’ —x|<d
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sup |Sn(x/) - Sn(x” <€
|2/ —x| <8

and

sup  [b(z',y) — b(x,y)| <e.
|z’ —x|<d

The above inequalities hold uniformly with respect to n > 1 and z; < y < z5. The way of choosing these
z1 and 29 is described below. We introduce the modulus of continuity as

, Xy <z <X

wn(t) = Ssup |fn<x,’t) - fn(mvt)
|2/ —x| <8

For the Eq. (16), we first do the breakup fooo = [+ f;f + f;: and proceed as follows:

/O IKn(w/,y)*Kn(x,y)lfn(y,S)dyS/O1IKn(ny)fKn(w,y)lfn(y,S)dy

+/1mwm—mwwmm@@

* /oo |K"<xl’y) - Kﬂ(mayﬂ fn(y78) dy

zZ1 A A
< eNp + 2k/0 an(y,S) dy

0 AR A ) A
+k/ ‘(1+ U ) e Uk )l PR

(@)yr Ty
B 21 1 A A A
< eNg+2k/ rr Ay : (zy) fn(y,s)dy
0 (CE@/)
+k/“%1+mk<1+fﬁ (1+a)
z2

o (xl)o - xo

_ 1 A 21, Y—0O
< eNo+ 2k / Y fuly,s)dy
7 Jo Y

1 z1 ylir()\*U)
ot [ s dy

o zZ1 ykl—i-()\—o)
ok [ ) dy

0
(14 y* 1\
+k/ a+y?) +y)‘<1+,) (1427
Y x

- (1 + i) (L+z)*°

In(y,s)dy

fn(y,s)dy.
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We choose k1 =y only when A —oc=0and k& =0 when 0 < A — 0o < 1.

o0 _ 1+X)2]7° [ 1
/0 Kn(m’,y)—Kn(x,y)lfn(yvs)dyﬁeNo+2k(X(),1/O — fuly,s)dy

IR
+ 2kX7 21T )/ %fn(yvs) dy
0

. 1
+ 2k XAt >/ Zin fnly,8) dy

+ k6< ) [(y ) fn(y,s)dy

< eNo + 2k(1+ X)X | N, 2777 + 2Ny, 27|

k(4 )/22 (y o )fn<y,> (20)

Let us take ¢(z) be a nonnegative and measurable function and v (z) is positive and nondecreasing for
x > 0, then we have the relation

/:oqb(x)d / d(x)(z)dz, z >0, (21)

if the integrals exist and are finite.

Now, in the relation (21), we put ¢(z) = fo(z), ¥(z) = x and ¢(z) = 2>~ f.(x), ¥(z) = =,
respectively, to get

> 1 1 -
/ 7ol 5) 4y < N,

22

and

o0 o 1 _
/ Y7 fuly,s)dy < —N7.
z2 22

Using these relations in Eq. (20), we get

/ (K2, y) — Kn(2,9)] faly,s)dy < eNo+2k(1+ X)X |2)7ON, + 25T N,
0

+k6(1+X)1FZV;+N1}. (22)

i

Now, we choose this z; and 2z such that 2] 7N, <, zk1+(/\_g) Vi, <€, 5Ny < eand iNl <e.
Hence, Eq. (22) implies
/ |Kn (2", y) = Kn(2,9)| fu(y, s)dy < € [No +6k(1+ X)X 4 2k(1 + X)] . (23)
0

For the Eq. (15), we do the breakup [~ = [ f f;o of the integral over y, like as we have done
in the case of (16). The second integral is a finite term and the first, and the third integrals are small
quantity due to Eq. (23). Hence,

o) o] x)\ A
ul's8) = ool [ Bl a9y < hns) [ LI 0y

< Mywn(s). (24)
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Now, Eq. (17) implies

/ |b(xl,y) _b(xay>|sn(y)fn(ya8) dy < GN[ﬁ] +251/ yﬁb(may)fn(yvs> dy

/ Zo

IA

eNpg) + 2515/ Y’ faly, s)dy

z2

IA

e(Npg) + 2bS1), [by previous arguments]. (25)

// (@, 9)Sn(y) fn(y, s) dy ds

is continuous with compact support in H(X17 Xo,T), Vn > 1. So, when

The integrand in

2" —z| <= / / (2,y)Sn(y) fn(y, s)dy ds is a small quantity.

We already have
sup |Sp(2') — Su(z)] < €

|z’ —x|<d
and using (14), Eq. (18) gives
/Ot |Sn(z') — Sp(x)| fru(2',s)ds < eLT. (26)
The last equation in (19) implies
Ot (@) | fn (@, 8) — fulz, 5)] ds < Sy X7 /Ot wn(s) ds. (27)

For the first integral in relation to (19), we have

’

1 [ 1 v 1
5/ Kn(@' —y,y) fn(@ —y,s) fuly,s)dy < §L2/€(1 + X)”/ dy
xT

x (I/ - y)gya
< My |z' — z|, My is a constant.

Hence, it is a small quantity. Similarly, for the second and the third terms in (19) whose integrals are
over the finite range, we can show that they are small quantities.
Using the relations (23), (24), (25), (26), and (27) in the Eq. (19), we get

wn(t) < [L (No 4 6k(1+ X)X +2k(1 + X)) + (Njg) +2bS1) + LT] €
B tw S S
+ (My + S1X )/0 n(s)d

t
< M3'6—|-M4/ wn(s)ds,
0

where Mz = [L (No + 6k(1 4+ X)X 4 2k(1+ X)) + (Nyg +2bS1) + LT] and My = [M; + S1X”] and
these M3 and My are constants independent of n and e.
By applying Gronwall’s inequality, we get

wn(t) < My - eexp(MyT) < Ms - e. (28)

Hence, the equicontinuity with respect to z on II(X7, X5, T') is obtained.
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Step III. We show the equicontinuity of {f,(z,t)} with respect to t over the rectangle
TI(Xy, X5, T). Let us choose 0 <t <t <T, n > 1. By definition of equicontinuity, corresponding to an
arbitrary e > 0, there exists an d(e) > 0 for which

|fn(x,t") — fo(x,t)| <€, whenever |t —t] < 4.
From Eq. (5), we get the following inequality

Ul t') - fn(fﬂt|</ [ /K Dl — . 8) fuly, ) dy
 fule,s) /0 Kol 9) faly, ) dy
+ / b, 4)Sn (0) (1 8) dy + fo(2 8)Su(z) | s, (20)

So if |t — t| < d(€), then we need to show that the left-hand side of (29) is small too.
For the first integral

/ Kol = 9,9l = 3,9 uly,8) dy < 5 (14 X) | e e = w o)
k 2 * 1
g0 [

[since, {f,}s are uniformly bounded by L over II(Xy, X5, T)].

By some computation, we get the integral

@ 1
—  dy
/o (x —y)7y’

to be well defined and convergent (say Ms) in II(X7, Xo,

/ Kon(@ — 4, 9) fulz — 4,8) fu(y8) dy

For the second integral using the relation (24), we get

T). Therefore,
k:
5 (14 X)* L2Mg = constant.

fn(zc,s)/ K, (x,y)fu(y,s)dy < LM; = constant.
0

For the third integral

// Sn(W)b(x,y) fnly, s dy<// Sn(y)b(x,y) fn(y, s) dy ds
// Sp(y)b(@, y) fuly, s) dy ds.

In II(X1, X2, T'), we have

/ Sn(z)b(z,y) faly, 1) dy < 1351/ v’ faly, s) dy
x 0

< ESlNW] .
So, we get when [t/ —t] < d,

/ / Sn()b(z,y) fn(y, s) dy ds < €bS1 Nyg6.
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The fourth term
Sp(z) fu(x,s) < LS; X7,

Combining all these and putting in (29), we get
Yk o o
|[fo(z, ) = folz,t)] < / [2 (14 X)™ L*Mg + LM, + bS; Nig + LSlxﬁ] ds < Mq|t' —t|,  (30)
t

where 0 < ¢t <t/ < T, n > 1and My = |5 (1+X)* L?Ms + LM, +bS, Np4 +L51Xﬁ]. The con-

stant My is independent of n, € and hence {f,}22; is equicontinuous with respect to the variable ¢ on
(X4, Xo,T).

Thus, from the Eqgs. (28) and (30) together, we can conclude that

sup |fn(2! t) = fu(x,t)] < (Ms+ Mz)e for Xq <z,2' < Xo, 0<t,t' < T, (31)
|z —x| <, |t/ —t|<6

where M5 and My are constants independent of n and e.

Therefore, the relations (14), (31) along with the Arzela—Ascoli theorem [1,8], we get that there
exists a sequence { f,, }52 1, which is relatively compact in the uniform convergence topology of continuous
functions on each rectangle IT1( Xy, Xo,T').

Proof of Theorem 2.1

By means of diagonal method, we select a subsequence {f,}
each compact set in IT to a continuous, nonnegative function f and satisfies Egs. (11) and (12). Let us
consider the integrals fzzf (27 + =5) fla,t)da for 0 < jy <rp, 0<jo < L.

So, there exists p > 1 such that for all € > 0,

;;0:1 from {f,} -, converging uniformly on

zZ2 . 1 z2 . 1
/ <x31 + xJ2> flz,t)da < / <x31 + 2> fplz,t)de+e, for0<j1 <r;, 0<jo<l. (32)
21

zZ1 x]

In (32), all of 21, 23, and € are arbitrary, so
o0 } 1 _ _
/ (x]1+j2) flz,t)de < Nj, + N, 0< 5y <71, 0<ja <l (33)
0 X

We now show that the function f(z,t) is a solution to the initial-value problem (1), (2). For this, we make
some rearrangement of the terms in Eq. (5). We replace K,,, S, and f,, in (5) by K, - K+ K, S,—S+S
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and f, — f + f, respectively, and obtain
=y, y)(fplx—y,s) = f(@—y,5)fp(y,s)dy

Uy — D@.t) + f(at) =folx / [/Ogtl(K K) (@ — ) ol — .8) oy, ) dy
(x =y, y)f(x—y,s)f(y,s)dy

)+

/ —K(x

[ GRG0 Gl5) — DS = )
/ K(

fp

(,5) / (K, — ) (2,9)f, (y. 5) dy

— (fo— D(x,9) / K (2,9) fy(y, 5) dy
0

~ f(z5) / K(2,9)(f, — £)(3,5) dy
+ f(s) /0 " Ko y) fly. ) dy
+ [ (= S W) dy
+ [ T b ) S (o — (s s) dy
[T Sy (5, - )yl as

- / S()(fy — F)(@:5) — S() f(z,5)] ds. (34)

Passing to the limit p — oo in (34), we can get that the terms involving integrals over the infinite range
tend to zero due to the estimates for their tails. To establish this argument, we proceed as follows

/ T Ky — K@) (. ) dy‘ <|f (K, - K@)y, 5) dy
0 0

_|_

/:(Kp — K)(2,9)fp(y; ) dy‘

[ :"(K,, K9y (09) dy‘
and
[ = )0 5) 00| < Ve, [ s (2] (33)
Similarly,
- Plys) dy‘ < Me, (36)

and using (25), we have

/ b )(Sy — S)W) oy ) dy < Moc,
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and
| ¥ )S @~ Do) dy < Mo

The other difference terms involving their integrals over the finite integrals are convergent as the
integral fo n(@—y,y) fn(x—y,s)fuly,s)dy is convergent and hence finite (we have proved this earlier),
and from the definition of ¢ — d, we can easily show that those integrals tend toward zero as p — oo.
Finally, we find that the function f(x,t) is a solution of the problem (1), (2), which is obtained from Eq.
(34) in the following form,

flz,t) = / [ / K(xz—y,y)f(x—y,s)f(y,s)dy — fxs/ K(z,y)f(y,s)dy
+ / bz, 4)S(x) £ (4, 5) dy — S(x) f(z, 8).| ds. (37)

All the different terms involved in (34) tend toward zero and f(x,t) is continuous. Using these, we can
say that the right-hand side of (1) is a continuous function in II. So, on the differentiation of (37) with
respect to t, it establishes that f(z,t) is a continuous and differentiable solution of (1), (2) in the space
@+ (T) [by relation (33)]. This proves the existence of the solution to (1), (2) and hence the Theorem

T1,T2

2.1.

Remark 2.3. Here, we have obtained a strong solution to the problem (1), (2). Hence, the solution is

differentiable with respect to t in €2 (T'), whereas in [3], existence of weak solutions has been obtained

for a smaller class of coagulation and fragmentation kernels.

3. Mass conservation

Theorem 3.1. Let the conditions of Theorem 2.1 hold good, then the solution of Egs. (1), (2) satisfies the
mass conservation law.

Proof. We are now ready to prove the mass conservation law similar to Eq. (7),
o0
N, = / xf(z,t)dr = Ny = constant, V¢ > 0.
0
Integrating (1) with a weight 2, we obtain

ddff:/o {/K ) f (5 =y D)y ) dy — / K (,y) (2, ) f(y, ) dy

a s<y>b<x,y>f<y,t>dy—s<x>f<x,t>} . (38)

In Eq. (38), for the last two terms involving the fragmentation kernels, we have

/OOO x [/:0 Sy)b(x,y) f(y,t)dy — S(I)f(x,t)} d,

changing the order of integration in the first integral, and using (3), we get

/oo yS(y) f(y,t)dy — /OO yS(y)f(y,t)dy
0 0

= 0 [the moment Nfg417 is bounded].
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Therefore, (38) turns out to be in the form below

% :/Ooox B /:K@_%y)f(x_yat)f(%t)dy—/OOOK(x,y)f(:v»t)f(yi)dy :

Changing the order of integration of the first integral and then replacing x—y = 2/, y = ¢’ and rechanging
the order of integration, we get

dN1 = / / (z+y)K(z,y)f(z,t)f(y,t dydxf/ / oK (z,y)f(x,8) f(y, 1) dy d.
The integral
/0 /0 K (z,y)f(z,t)f(y,t) dy da

is bounded due to the bound of K (z,y) and the boundedness of the second moment N3. So, using the
symmetric nature of K(z,y), we can conclude the following

% /Oo /oo(x +y) K (z,9)f(x,1)f(y,1) dy do — /Ooo /OOO 2K (2,9) f(2,) f(y,t) dy dw = 0

, which implies <3 le = 0. Hence, Ny = fooo xf(z,t)dr is bounded (say N;) proving the mass conservation
law

4. Uniqueness theorem

We have already proved the existence of the solution for the problems (1), (2) in Sect. 2. The next question
left is whether the solution is unique or not? In this section, we study the uniqueness of the solution to
(1), (2). In Sect. 2, we have defined our considered class of domains as 2} . (T) for r; > 1,0 <ry < 1.
Now, in this section, we aim to prove our uniqueness theorem for those class of selection functions that

satisfy certain restriction.

Firstly, let us redefine the spaces,

[e9)
20 o (T) = {all continuous functions f(z,t): sup / (a:” + ) [f(z, )| dz = |[flry e < oo}
0<t<T Jo
where ry > 1, % <rg < 1.
Like before, here also we denote the cone of the nonnegative functions in 2, ,.,(T) as 2} . (T). Now,
to obtain the uniqueness of the solutions to (1), (2), we are going to prove the following theorem:

Theorem 4.1. Let the functions K(x,y), b(z,y) be continuous, nonnegative over |0, 00[x]0, 00, S(z) be
continuous and nonnegative over 10,00, and K (x,y) is symmetric ¥V x,y €]0, co[. Suppose

(i) ¥ z,y €]0,00], K(z,y) < k% with k > 0 a constant, o € [0,%] and A — o € [0,1],

(i) S(z) < S12”, V x €]0, 00[ where S1(>0) a constant, 0 < 3 <1,

(iii) Spx®™ < S(z), where So(>0) a constant, 0 < a <1, z > xg where xo(> 1) is a large number,
)

(iv) for some real number v such that 0 < v < 1 satzsfymg fo —b(z,y) de < % where No(>0) is a

5

constant, - -
(v) lim  sup b(z,y) <b,VO0<z <xp <00 andb is a constant,
Y70 gl ,x2]
an+d le(t zghe initial data satisfy fo(x) € 2% . (0), then the problem (1), (2) has a unique solution in
?
71,72
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Proof. Let us consider u; and us be two solutions to (1), (2) on [0,7], where T' > 0, with u1(z,0) =
uz(x,0) and we set U(x,t) = uy(x,t) — uz(x,t). We define

*° 1
M(t) = / (a: + ) U2, 8)] da
0
where we choose ko to be 0 < ko < min{ry — 0, a} and satisfying condition (iv) of Theorem 4.1. O

By our construction, U(z,t) is absolutely continuous over [0,7] and for x €]0, co[, and therefore, we
can say that U(z,t) satisfies the Eq. (1). So, we find the derivative of the solutions as

) /K g y) fun (@ — g )un(y,8) — uale — v Eyus(y, 1)} dy
- / K () {un (2, Byun (1, ) — wa(, yus(y, £)} dy

+ /Oo b(w,y)S(y) {ui(y,t) —ua(y,t)} dy — S(z) {ur(z,t) — ua(z,t)} . (39)

Let for t € R, we define

1, when ¢>0,
sgn(t) =<¢ 0, when ¢=0,
—1, when ¢ <0.

and

d'ig“' _ sgn(P(t))%P(t).

Multiplying both sides of (39) by (:c + m%) and integrating with respect to x from 0 to co, we get

/0 | ( ) s (U9)

. [; G ) (e 2 5)05) = vl = 9ualy )} (10)
[ K)o (9) = vl a9} (a1)
+ / " b)) (eay:8) — w2y, 51} dy — S () — ol )} | dwds (42

For the first integral (40), we have

3] (o ) s O ) Ko=) fae = 59001 009) ~ i = 9 5)ua9))

Changing the order of integration and then substituting x —y = 2/, y = ' and rechanging the order of
integration,

x {ui (@, s)ur(y, s) — ua(z, s)ua(y, s)} dydz.
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Putting this relation in (42), we get

= [ [ [T (Ger o+ o ) s W) — (o4 o ) sen e

x K(x,y) {ui(z, s)ui(y, s) — uz(x, s)ua(y, s)} dydxds (43)
/"/ (o4 2 ) son o) | [ 0600 {u05) — el )
x) {ui(x, s) — ua(x, s)}] deds. (44)

Using the symmetry of K(z,y), by interchanging the roles of x and y and by changing the order of
integration, we get the following identity

/0°° /O°° (x * i) sgn (U(x, 5)) K (2,y) {u1 (z, s)ur (y, 5) — ua(w, s)ua(y, s)} dy dz
= [T (o4 ) s ) K o) {1090 059) ot St 1) e, (5)

Therefore, using (45), we can rewrite the following Eq. as

LI L Goro st =)

x K(z,y) {ui(z, s)ui(y, s) — ua(, s)uz(y, s)} dydzds

[ e - () - (4 )]

x K(z,y) {ur (2, s)ur (y, 5) — us (e, s)us(y, s)} dyda ds.

So, we rewrite Eqs. (43), (44) as follows

// / K“y (xfy)z@)sgn(U(Hy,s))
{G+>%“wa+@+;3%mm%mﬂ

% K (2,y) {2, 8)ur (g, 5) — sz, $)ua(y, 8)} dy dzdls (46)
//°(m% ) s Us) | [ 0800 00:5) ~ waly9) ay
x) {uy(z, 8) — ua(z, )} deds. (47)

For x,y > 0 and t € [0,T], we define the function w by

wteon) = | (@) + e ) s @ +.5) ~ { (o4 57 ) s @G

Tty

+ (04 ) s e}
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We have u1U + uaU = ug(ug — uz) + ua(u; — ug) and use this in (46),

_ %/0 /OOO /000 w(x, y) K (z,y)[u1(z,s)U(y, s) + uz(z, s)U(y, s)] dy dz ds

e (o4 ok ) senteon [ [ b S0, 90y~ S(@0 1) s

- % /ot /000 /OOO w(z, y)K(z,y)ui(z,5)U(y, s) dy dz ds 48)
1/t /Oo /OO w(x,y) K (2, y)uz(z, s)U(y, s) dy d ds (49)
u//n( )[/ b(a,y)S @»my—amU@Jﬂ

x sgn (U(z, s)) deds. (50)

We have the relation
1 1 1
o< >0,
oy~

and taking in account that for all ¢;,¢5 € R that sgn(t1)sgn(ta) = sgn(t1te) and |t1] = 1 sgn(t1), we can
estimate

wle)Ut) = | (@) + o ) s U+ 9,9)

_{(x 4 xiz) sgn (U(z, s)) + (y+ yiz) sgn(U(yvs))H
(e+vt ) (o422~ (v+ )| 0w

2
72|U(y75)|-

l/t /OO /OO w(z,y) K (z,y)ui(z, s)|U(y, s)| dy dz ds

<k// / 1+9c (1+y)/\ul(x7s)|U(y,s)\dydxds

xhk2 (zy)®

<k:// / 1” ul(x,s)dx(l_;;y)W(y, 5)| dyds

k2

:k/o {/Oooxiz (11;;5) ul(x,s)dx/o uzig_y)W( s)|dy| ds
gk/OtM(s)/OocleAul(x,s)dxds

xh2 (z)°

IN

IN

So, Eq. (48) gives

t
< 4k - 6||lu1]| / M(s)ds, where ¢;is a constant.
0

t
=Ty | M(s)ds, whereI'y =4k 6]|u]. (51)
0
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In a similar way, we can show that for the integral (49),

1/t /00 /00 w(z,y) K (z,y)uz(x, $)U(y, s)dydeds < Ty /Ot M(s)ds. (52)

For the relation (50), we have

/ / (9”) U b(x,y)S(y)lU(y,S)dyS(:c)U(x,s)@ dz ds
- / / . [ / b(x,y)S(y)U(y»SﬂdyS(x)|U(x,s)|] de ds

N /Ot/ooo = [/ bz, ) S()|U(, )dy—S(x)|U(x,s)|} dz ds (53)

changing the order of integrations, we get

/[/ /xbxy IU(y, s Idwdy—/oooyS(y)lU(w)dy] ds (54)
// [/ )S(y)|U(y»S)|dm—S(y)|U(y,s)] dyds. (55)

To Eq. (54), we use (3) and hence the terms in (54) vanishes, and for Eq. (55), we use the condition (iii)
of Theorem 2.1 and get

// (+2%) [/ bS] dy ~ S|, | awas
voy [T S swws) s
vous [T s s

t
< Fg/ M (s)ds, wherel's = S1 (N —1). (56)

Using the relations (51), (52), and (56) in the Eqgs. (48), (49), and (50), we get the following
M(t) <F/M ds, where ' = [Ty + Ty + T'5].

Applying Gronwall’s Lemma, we get
M( ) < 0-exp(Tt)
=0

:,/ (H >|U(a: £ dz = 0

= ui(z,t) = us(x,t).
Hence, the uniqueness of the solution has been obtained.
5. Result and discussion

In this work, a complete discussion over the existence and uniqueness theory along with the mass con-
servation property of the solution for the continuous coagulation fragmentation equation has been done.
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The coagulation kernel is assumed to have singularity on both the coordinate axes, and the fragmenta-
tion kernel describes the breakage of a particle into multiple fragments. The theory has been discussed
by considering the least possible assumptions over both the kernels. In brief, for the existence of the
solutions, firstly a suitable truncation of the coagulation kernel and the selection function has been done.
This truncation has generated a sequence of functions f, (z,t). By showing that sequence to be relatively
compact, a convergent subsequence has been extracted from them. After that, it has been then proved
that the solution to the original problem (1), (2) is actually the limit function of the subsequence, which
converges strongly in a subset of RT. Further, it has been shown that the solution, if exists, satisfies the
mass conservation property. The existence theory is able to develop the theoretic foundation for many
kernels that have immense practical usage viz. Smoluchowski’s kernel for Brownian motion, granulation
kernels, shear kernels with both linear and nonlinear velocity profile, equipartition of kinetic energy (EKE)
kernels, activated sludge flocculation kernel by Ding et al. [5], and the kernel showing aerosol dynam-
ics by Friedlander [10]. The uniqueness of the solution has been showed for a specific class of domains
with certain additional restriction over the selection function. But still the uniqueness theory is wide
enough to cover all the practically important kernels, mentioned above. So, combining both the theories
together it can be said that the existence uniqueness theory besides covering a huge class of coagulation—
fragmentation equations, it also includes many of the most well-known and practically important kernels.
But this theory is still unable to take the nonrandom coalescence kernels into consideration.
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